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Abstract

Though prior studies have analyzed the textual characteristics of online comments about
politics, less is known about how selection into commenting behavior and exposure to
other people’s comments changes the tone and content of political discourse. This article
make three contributions. First, we show that frequent commenters on Facebook are
more likely to be interested in politics, to have more polarized opinions and to use toxic
language in comments in an elicitation task. Second, people who comment on articles
in the real world use more toxic language on average than the public as a whole; levels
of toxicity in comments scraped from media outlet Facebook pages greatly exceeds what
is observed in comments we elicit on the same articles from a nationally representative
sample. Finally, we show experimentally that exposure to toxic language in comments
increases the toxicity of subsequent comments. In this way, the process of selection into
online commenting behavior and exposure to the resulting toxicity greatly amplifies the
incivility of political debate.
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It’s a cliché that online news readers should never read the comments section. This directive

has a compelling rationale; previous research has shown that online comments are rife with

incivility (e.g., Coe, Kenski, and Rains 2014; Muddiman and Stroud 2017) that can inflame

polarization (e.g., Anderson et al. 2014). While avoiding comments may be easy to achieve

when visiting a news outlet website, such advice may be harder to follow on social media

platforms that intermingle news with user-generated content.

Who posts these comments? Just as the most committed ideologues are more likely select

into politics by running for office (Hall 2019), those who purportedly represent mass opinion

through their online discussion activity are likely to be more informed about politics and to

have stronger partisan attachments than the average citizen. This bias in the composition of

online commenters could affect downstream commenting behavior by facilitating spirals of

toxicity (Settle 2018) that could contribute to affective polarization. Any study of comment-

ing behavior should thus take self-selection into account.

In this paper, we consider whether the process of selection into online commenting and

algorithmic selection of high-engagement comments increases the toxicity of political debate

online, which we measure using machine learning models trained on human-labeled data

from Wikipedia and the New York Times comments section. We test this expectation using

both real-world Facebook comments scraped from posts published by news organizations and

comments elicited on the same posts from a nationally representative sample of Americans.

This design allows us to observe a heretofore unmeasured counterfactual quantity: the toxicity

of comments produced by a nationally representative sample of people, including those who

do not post comments on news articles in the real world. Finally, we use an experiment to

estimate the effect of exposure to the most-liked comments — a feature currently built into

the Facebook platform — on the toxicity of the resulting comments.

Our results indicate that the process of selection into commenting behavior exacerbates

the toxicity of online discussion. People who report that they comment frequently on Face-
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book provide more toxic comments in an elicitation task than other Americans. Similarly,

the toxicity of the comments we observe on Facebook substantially exceeds the toxicity of

the comments provided on the same articles by a representative sample of the public. More-

over, our survey experiment indicates that the most-liked comments that are often featured by

Facebook algorithms are somewhat more toxic than average. Finally, people write more toxic

comments on a Facebook post when they are exposed to especially toxic comments about the

post. These results suggest that exposure to toxic comments begets further toxicity.

Theoretical approach and hypotheses

Concerns about polarization increasingly focus on its affective dimensions: preference for

one’s ingroup and dislike for outgroups (Tajfel and Turner 1979; Iyengar, Sood, and Lelkes

2012). Social media may amplify these processes, increasing the salience of group identities

and creating conditions conducive to forms of social polarization such as incivility. Given the

lack of face-to-face contact online, individuals may not perceive that typical civility norms

apply (Mutz 2016), creating a void that encourages vulgar and uncivil behavior.

These processes frequently play out online in comment sections, which are threaded fo-

rums for reactions and discussions of a particular article. These capabilities were initially

created by news organizations as part of a broader attempt to encourage interaction between

the producers and consumers of journalism. As social media became an increasingly impor-

tant source of news for many Americans, some of the standard social features of online news

migrated onto — and, in many cases, were subsumed by — the platforms themselves.

Given its scale, Facebook has become an especially important forum for online conversa-

tions about news stories (though of course many other platforms also host such conversations,

including Twitter and Reddit). Many people now frequently share articles on their feeds, re-

spond to posts by the publishers themselves, or comment on friends’ posts (Settle 2018; Yeo
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et al. 2019). Existing evidence suggests that the presence of comments can alter users’ inter-

pretation of political news stories and even facilitate the spread of misinformation (Anspach

and Carlson 2018), though in other cases they can help to counter it (Friggeri et al. 2014).

Like the comment sections of news pages (Muddiman and Stroud 2017), Facebook comments

enable users to learn about the views and beliefs of others and to experience the full spectrum

of online communication, which ranges from reasoned discourse to partisan flame wars.

We consider online commenting to be a form of political behavior. We therefore offer the

descriptive hypothesis that people who care more about politics such as partisans and people

with high levels of political interest will be especially likely to engage in this behavior (as with

news consumption, voting, etc.). We also expect that those who comment online frequently

would hold more intense partisan attitudes than those who do not.

Hypothesis 1: Frequent online commenters are more likely to identify with a

political party, have greater political interest and have more polarized political

opinions than the general public.

This hypothesis suggests that the comments that appear on social media are unrepresen-

tative of the universe of comments that the general public would have written. However, this

conjecture is difficult rigorously to test with existing data. While scholars can (relatively) eas-

ily observe the content of what commenters post to news websites or social media platforms,

it is much harder to observe the counterfactual of what would be posted by people who do

not currently post comments.

We therefore collected authentic Facebook comments on news articles and invited a rep-

resentative sample of U.S. adults to comment on the same articles. This design allows us to

compare the contents of actual comments on Facebook to a counterfactual online discourse

in which everyone participates.

We offer several hypotheses about the comments data we collected fromU.S. adults. First,
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we expect both comments posted on Facebook and comments written in our study by people

who say they typically comment online to employ more toxic language than the comments

we collect from the general public as a whole.

Hypothesis 2: Online commenters and real-world online comments use more

toxic language than the general public.

Second, we expect that engagement metrics will reward uncivil behavior — more toxic

comments will attract more engagement and therefore be more likely to be amplified by algo-

rithms. One reason we expect this relationship is that humans appear to exhibit a generalized

tendency to devote more attention to negative occurrences (Rozin and Royzman 2001), which

could increase the likelihood of a response. Moreover, the responses that toxic comments gen-

erate could further fuel this process. If uncivil behavior triggers disagreement and attempts

at norm enforcement, these reactions could encourage further toxic or trolling behavior.

Hypothesis 3: More toxic comments attract more engagement on average.

Finally, we expect that algorithmic amplification of high-engagement comments can cre-

ate a vicious cycle in which more toxic comments get higher levels of engagement and then

generate more toxic comments. We therefore test the effect of exposure to high-engagement

(i.e., most-liked) comments on subsequent comment toxicity.

Hypothesis 4: Exposure to most-liked comments will increase comment toxicity.

Data and methods

The data for the analyses presented in this paper include news articles and comments scraped

from Facebook, an original national public opinion survey, and Pew Research Center’s Amer-

ican Trends Panel surveys.
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We first scraped the posts of news articles from a set of 34 mainstream news outlets’ Face-

book pages.1 We were able to gather the content of 11,531 posts and 6,657,863 comments

from October 6–16, 2018. Given that we lack individual-level data on Facebook users, we

could not screen our data for posts from likely bots.2

Our original national survey datawas then collected byYouGov fromOctober 31–November

8, 2018 and assembled using a matching and weighting algorithm to approximate a nationally

representative sample. The resulting set of 2,200 respondents closely resembles the national

population.3 Our respondents are 73% white, 51% female, and 47% ages 18–44. Approxi-

mately one in four graduated from college (28%). Politically, 37% identify as Democrats and

27% as Republicans (45% and 36%, respectively, including leaners).4

During the survey, we asked YouGov respondents to comment on articles drawn from the

Facebook sample. The sample of articles that was shown to YouGov respondents consisted of

550 articles weighted by total engagement levels (the sum of likes, comments, reactions, and

shares it received). We sampled with replacement so that the most viral articles appeared in

the sample multiple times. This process ensured that the posts shown to YouGov respondents

were representative of the news articles people were most likely to see on Facebook.

Each respondent was randomly assigned to see three different articles from the Facebook

sample. In each case, respondents were presentedwith a Facebook post from a news outlet and
1For scraping, we used the Netvizz application (Rieder 2013). Our list of news outlets was drawn from the

Pew Research Center’s 2014 report on media trust (Mitchell et al. 2014). The authors of that report selected the
news sources “so as to ask respondents about a range of news media, both in terms of platform and audience
size, including some sources with large mass audiences as well as some niche sources. Most of the sources are
drawn from those asked about in past Pew Research Center surveys on media consumption.” We excluded Al
Jazeera America and Google News because neither had a Facebook page and replaced The Colbert Report and
The Ed Schultz Show with Late Show with Stephen Colbert and The Rachel Maddow Show. A full list of the
Facebook pages that we scraped is provided in the Online Appendix.

2We are not aware of scholarly estimates of bot prevalence on Facebook. Even if the proportion of posts
from inauthentic accounts is non-negligible, their presence should not affect estimates of experimental treatment
effects.

3We use survey weights provided by YouGov in our descriptive analyses to best approximate the national
population. However, our experimental results are unweighted per Franco et al. (2017) andMiratrix et al. (2018).

4The demographic composition of the sample is calculated using survey weights.
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askedwhether theywould write a comment if they saw the post on Facebook and subsequently

what they would write. (See Figure 1 for an example.) Those who indicated they would not

write a comment were asked what they would write if they had to do so. This task was

repeated three times per each respondent. We compare the resulting comments directly to

authentic Facebook comments posted on the same set of articles.5

The commenting elicitation task also included an embedded survey experiment. To test

whether prior comments cause people to make uncivil comments themselves (especially if the

prior comments are uncivil), we randomized whether respondents could see two real com-

ments from Facebook on each post or not. Those respondents assigned to the comments

condition were specifically shown the two comments with the most likes for each post, which

are frequently highlighted by the Facebook algorithm.

Tomeasure comment toxicity, we usedmachine learningmodels implemented inGoogle’s

Perspective API (Wulczyn, Thain, and Dixon 2017).6 These models are trained on labeled

data from sources including human moderator-tagged online comments in Wikipedia’s talk

pages and theNew York Times comment section.7 We conducted a principal factor analysis of

scores generated by twelve classifiers available in the Perspective API measuring factors such

as toxicity, insults, profanity, sexually explicit content, attacks on others, inflammatory and

obscene language, etc.8 We then generate an omnibus toxicity measure from these estimates

as a factor score with mean 0 and standard deviation 0.99 (range: -1.29, 3.29). This measure
5Among the 6,657,863 comments scraped from Facebook, 1,216,611 were posted on these articles. We ran-

domly selected 100,000 comments and removed duplicates. We used the resulting 97,142 Facebook comments
in the analyses below.

6See https://github.com/conversationai/perspectiveapi/blob/master/api_
reference.md for more information about the classifier.

7These contexts are ones in which uncivil and toxic speech present genuine challenges. TheWikipedia com-
munity has struggled to address personal insults and other forms of toxicity in its talk pages (see, e.g., https:
//meta.wikimedia.org/wiki/Harassment_consultation_2015). Similarly, the Times data
offers a peek into a moderation process that filters out comments that do not meet the publication’s editorial
standards (Muddiman and Stroud 2017).

8See the Online Appendix for descriptions of each of these classifiers and the correlations between the scores
they generate and our omnibus toxicity measure (Table A1).
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